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Introduction

• We care quite a bit about Type I error

• we set α

• Our software gives us exact p values

• Why is Type I error “more important” than 
Type II error?



well..

• Historically, Fisher and the null hypothesis

• easier, all of our methods are set up that 
way

• easy to set up a situation where nothing 
happened (the null)

• For Ha we must know how big the effect is 
too



In the best of all 
possible worlds

• We would minimize α β and have the most 
power we could

• power is p(reject Ho|Ha true)



A picture is worth a 
thousand words….

• How would 
we increase 
power?

• make α 
bigger

• increase μ1 - 
μ0

• Decrease σ



Variance is our best bet

• So,making the variance smaller will tighten 
up the distribution

• This will mean less overlap

•     is a function of n, so just increase n 
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Effect Size

• μ1 - μ0

• Well we have to standardize this

• d = (μ1 - μ0)/ σ

• hmmm

• prior research

• how big is big enough?



Cohen’s Method

Size d % 
overlap

Small

Medium

Large

0.2 85

0.5 67

0.8 53



Now what...

• We combine this info with the effect of 
sample size

• The δ statistic

• δ = d(f(n))

• f(n) is how n affects a given test, so for a t 
test, f(n) = √n̅ 



this is not that bad..

• if you ‘know’ d you can figure out the 
sample size needed for a given power.

• ok, let’s say we ‘know’ d is .5

• (BTW, usually you would pick .5)

• say we want a power of .8

• Look it up in appendix Power 



Just using another table

• d = .5

• (1-β) = .8

• α = .05



Do the math
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n = (δ
d
)2

n = (2.80
.5
)2

31.36



If we increase the 
power

• Let’s make 
it .99 
instead of .8

• The δ value 
now from 
the table is 
4.20

€ 

n = (δ
d
)2

n = (4.20
.5
)2

70.56



What the hell is δ?

• It is called the 
noncentrality parameter

• We assume Ho right?

• Under Ho E(t)=0

• i.e., how likely is it that 
we will find a value of δ 
that is > t.05

€ 
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Do Power Calculations!


